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In a very basic sense, Microsoft Graph acts like a bridge between 
Microsoft CoPilot 365 users and their data stored across various 

Microsoft services. When using Microsoft CoPilot 365, the user 
generates and interacts with a lot of data like user profiles and 
preferences, and this data is stored across various Microsoft services 

like Azure, Office 365, etc. 
 

Microsoft Graph helps Microsoft CoPilot 365 to access and manage this 
data efficiently. For example, it can fetch user profile information when 

needed. Microsoft Graph ensures that Microsoft CoPilot 365 works 
seamlessly with other Microsoft services by managing the data flow 

between them. This is done while maintaining strict data privacy and 
security standards, since Microsoft Graph only accesses data it needs 
and only with the proper permissions. 

 
We are looking to roll this out in a phased approach; we’ve initially done 

some internal testing on the tool (i.e. does it work as expected, can we 
activate this within our existing Azure environment, etc.) And we’ve 

now begun to explore what the use cases are and how ICO users will 
benefit from this and does it justify the investment. 
 

Rollout Plan: 

1. Internal Testing (May-June) 
2. Internal Pilot with Business Area i.e. Communications Team (July-

October) 
3. Incrementally roll-out to more ICO Users & Business Areas i.e. 

Private Office, DDAT, etc. (October onwards) 
 

Potential ICO use cases: 
 

Microsoft Teams: If meeting has transcription turned on, it can review 
the discussion and summarise the meeting, assign owners and confirm 

actions. This can remove the manual effort for notetaking for PA’s and 
meeting admins. 

 
Microsoft Word: For communications teams, it can help with generating 
and forming the first draft of articles, media briefings, digital content, 

social media, etc. 
 

Microsoft Word: For communications teams, it can help with reviewing 
documents to ensure they meet our accessibility guidelines and our ICO 

style guide. 
 

Microsoft Excel: It can help to identify trends and insights in the data 
and generate reports and graphs from this. 
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Microsoft Outlook: For any user, it can help summarise the contents of a 
long e-mail chain. As well as drafting the first draft of replies to e-mails. 
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Category of data Data subjects 

 

Recipients Overseas transfers Retention period 

ICO Organisational data 

 

This is “Customer data” as 

defined in the Product 

Terms and Data Protection 

Addendum (Appendix 5).  

 

Microsoft Copilot for 

Microsoft 365 can generate 

responses from ICO 

organisational data, such as 

our user documents, emails, 

calendar, chats, meetings, 

and contacts (see Appendix 

3.)  

 

It will therefore access the 

wide variety of categories of 

ICO employees, 

members of the public 

and all stakeholders 

whose personal data 

the ICO processes as 

part of its routine 

business operations.  

Microsoft and 

their Online 

Services 

Subprocessors 

(Appendix 8). 

 

ICO staff as 

end users of 

Copilot for 365.  

 

Yes 

 

If yes, list the countries 

the data will be 

transferred to: 

“Customer appoints 

Microsoft to transfer 

Customer Data, 

Professional Services 

Data, and Personal Data to 

the United States or any 

other country in which 

Microsoft or its 

Subprocessors operate” 

See (Appendix 5).  

Other (please specify 

time period below) 

 

If selecting other, 

please specify the 

length of time 

personal data will be 

retained: 

ICO Organisational 

data within M365 is 

subject to the various 

retention periods 

detailed in our 

Retention and Disposal 

Policy.   
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personal data contained 

within the information we 

currently store in M365. 

This will likely include both 

special category and 

criminal offence data.  

User Interactions with 

Copilot 

 

Users enter prompts into 

Copilot for Microsoft 365 

and data is stored about 

these interactions. This 

includes the information 

contained within prompts, 

the data they retrieve, and 

the generated responses. 

The record of interactions is 

the user’s Copilot 

interaction history.  

ICO staff as end users 

of CoPilot for 365. 

 

M365 admins 

via Content 

Search or 

Microsoft 

Purview. 

 

ICO staff as 

end users of 

CoPilot for 365. 

  

As above.  Other (please specify 

time period below) 

 

Subject to the same 7 

day retention policy 

that applies to Teams 

Chat Messages.  

If selecting other, 

please specify the 

length of time 

personal data will be 

retained: 
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Usage Data 

 

This could include specific 

actions the user takes 

within the application, such 

as the time they log in, the 

feature/365 product they 

used, and how often they 

use the application. 

ICO Employees M365 Admins, 

Purview 

Administrators, 

and a small 

number of 

colleagues in 

DDaT 

authorised to 

access the 

usage report – 

currently one 

Senior Product 

Owner 

As above Other (please specify 

time period below) 

 

Admins can use 

Microsoft Purview to 

set retention policies 

for the data. Audit 

data is kept for 90 

days, and prompts will 

only be retained for 7 

days, as per Teams 

chat retention period. 

 

Usage data reports are 

retained in the CoPilot 

dashboard for 30 days. 
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Data source and collection: 

 

Microsoft Copilot 365 accesses content and context through Microsoft 

Graph, generating responses based on organisational data like user 

documents, emails, calendar, chats, meetings and contacts. All of which 

will have been collected from a wide variety of sources.  

 

All user prompts to Copilot and responses from Copilot are stored as a 

record of interactions in the user’s Copilot interaction history and can be 

deleted by the user or admins. See Data, Privacy, and Security for 

Microsoft Copilot for Microsoft 365 | Microsoft Learn (Appendix 3) and 

Search for and delete Microsoft Copilot for Microsoft 365 data | Microsoft 

Learn (Appendix 9). 

 

Technology used for the processing: 

 

Microsoft Copilot for Microsoft 365 utilises large language models (LLMs), 

content in Microsoft Graph and integrates with Microsoft 365 productivity 

apps like Word, Excel, PowerPoint, Outlook and Teams to provide outputs 

to the end user. See Microsoft Copilot for Microsoft 365 overview | 

Microsoft Learn (Appendix 2) for a more detailed summary.   

 

Storage location: 

 

Microsoft Copilot 365 uses the Preferred Data Location (PDL) for users and 

groups to determine where to store data. If the PDL isn’t set or is invalid, 

data is stored in the Tenant’s Primary Provisioned Geography location. 

Section 31
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Data Residency for Microsoft Copilot for Microsoft 365 - Microsoft 365 

Enterprise | Microsoft Learn (Appendix 10) for more information.  

 

Access controls: 

 

Copilot only uses data that a user already has access to. If a member of 

staff has access to a file (e.g. they were added to a SharePoint site where 

a file resides) then Copilot will also have access to it when they ask it 

prompts. There are existing Microsoft 365 controls that offers multiple 

protections such as blocking harmful content, detecting protected material 

and preventing prompt injections. These measures should help ensure the 

security and integrity of our data. See Data, Privacy, and Security for 

Microsoft Copilot for Microsoft 365 | Microsoft Learn (Appendix 3). 

 

Data sharing: 

 

The information contained within prompts to Microsoft CoPilot for 365 and 

the data they retrieve along with the generated responses remain within 

our existing Microsoft 365 service boundary. As such use of the Microsoft 

Copilot for 365 service shouldn’t see any data shared with any parties 

outside of the ICO, other than Microsoft and their sub processors (see 

Appendix 8)  as per the existing M365 Online Service Terms (see Appendix 

4), Data Protection Addendum (see Appendix 5).  

 

Disposal: 

 

All user prompts to Copilot and responses from Copilot are stored as a 

record of those interactions in the user’s Copilot interaction history and can 

be deleted by the user or admins. 

 

Section 31
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Q17. Is there a means of providing the data subjects with access to the 

personal data being processed? 

Yes 

Q18.  Can inaccurate or incomplete personal data be updated on receipt 

of a request from a data subject? 

Yes 

Q19. Can we restrict our processing of the personal data on receipt of a 

request from a data subject? 

Yes 

Q20. Can we stop our processing of the personal data on receipt of a 

request from a data subject? 

Yes 

Q21. Can we extract and transmit the personal data in a structured, 

commonly used and machine-readable format if requested by the data 

subject? 

Yes 

Q22. Can we erase the personal data on receipt of a request from the 

data subject? 

Yes 
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Section 31
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Section 31
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Section 31
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1 The DPIA is currently just a general DPIA 

about Microsoft CoPilot for 365 and you need 

to elaborate on your use cases and the ICO’s 

purpose for using it. There are privacy 

choices you can make on Teams for example 

and more detail is needed on this.  

 

You also need to explain who is responsible 

for governance of Co-Pilot in general and 

what choices have been made about its 

deployment. A governance document is 

recommended to outline how this will be 

deployed at the ICO. 

 Accept 

 

Any comments: 

The functionality of MS CoPilot is 

continually being adapted and added to by 

Microsoft, meaning any list of use cases 

would not necessarily be up to date by the 

time the DPIA is drafted, completed, nor 

reviewed, nor is it within the gift of the ICO 

to be able to determine what is the current 

‘definitive’ use case list in a static 

document such as this. 

However, a governance document will be 

drafted regarding deployment at the ICO, 

as well as acceptable use policies, and will 

be owned by the Product Owner. 

 

If rejecting DPO recommendations explain 

why: 
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4 Access Controls  

 

29/08/2024 Accept 

 

Any comments: 

Access permissions across M365 will be set 

within each of the applications and 

systems. 

Mitigations which are already in place for 

access controls across M365 will be 

respected, and data could be queried from 

SharePoint, Exchange, and Teams, as well 

as PowerBI and Viva Engage. You will only 

be able to access content within each area 

which you have express permission to, and 

for content which is searchable.  

 

Section 31

Section 31
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If rejecting DPO recommendations explain 

why: 

 

 

Section 31
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Section 31
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6 Accuracy 

 

There is limited assurance provided in the 

DPIA about the accuracy of data across 

M365. Predominantly the mitigation for this 

risk is an assumption that it is accurate and 

we’d suggest more evidence is needed to 

support this position and effectively score this 

risk. At present there isn’t enough to achieve 

the current expected risk score of 6 -

medium.   

 

A high level of confidence in the accuracy of 

CoPilot outputs is surely needed given some 

of the potential use cases outlined, and this 

extends beyond accuracy of personal data. 

Human review of outputs will be needed and 

end user guidance will be required so staff 

are aware of how to review and validate 

outputs.  

29/08/2024 Accept 

 

Any comments: 

The tool offers a health warning when 

used: 

 

Training for CoPilot 356 will include the need 

for accuracy as results may not be reliable. If 

information is pulled from a document, there 

will be a citation which references back to the 

source material where you can verify the 

accuracy of the data. 

 

If rejecting DPO recommendations explain 

why: 
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Action Date for completion Responsibility for 

Action 

Completed Date 

Use developed 

tool to produce 

a report on 

permissions 

across 

SharePoint sites 

and task site 

owners with 

reviewing the 

permissions on 

their site.  

 

Ongoing monitoring and assessment 

 

Chris Yacomine  
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Action Date for completion Responsibility for 

Action 

Completed Date 

Deployment of 

further 

Retention Labels 

post EDRM 

migration  

 

Before processing begins IM&C   















 

provides real-time intelligent assistance, enabling users to enhance their creativity, productivity, and 

skills. 

Copilot for Microsoft 365 uses a combination of LLMs, a type of artificial intelligence (AI) algorithm 

that uses deep learning techniques and vast data sets to understand, summarize, predict, and 

generate content. These LLMs include pre-trained models, such as Generative Pre-Trained 

Transformers (GPT) like GPT-4, designed to excel in these tasks. 

Copilot integration with Graph and Microsoft 365 Apps 

Microsoft Copilot for Microsoft 365 is a sophisticated processing and orchestration engine that 

provides AI-powered productivity capabilities by coordinating the following components:  

• Large language models (LLMs) 

• Content in Microsoft Graph, such as emails, chats, and documents that you have 

permission to access. 

• The Microsoft 365 productivity apps that you use every day, such as Word and 

PowerPoint. 

Microsoft 365 productivity apps (such as Word, Excel, PowerPoint, Outlook, Teams, loop, and more) 

operate with Copilot to support users in the context of their work. Some of these features are detailed 

in the following table: 

Expand table 

Microsoft 

365 App 

Feature Description 

Word Draft with 

Copilot 

Generate text with and without formatting in new or existing 

documents. Word files can also be used for grounding data 

 
Chat Create content, summarize, ask questions about your document, 

and do light commanding via Chat. 

PowerPoint Draft with 

Copilot 

Create a new presentation from a prompt or Word file, leveraging 

enterprise templates. PowerPoint files can also be used for 

grounding data 

 
Chat Summary and Q&A 

 
Light 

commanding 

Add slides, pictures, or make deck-wide formatting changes. 



 

Microsoft 

365 App 

Feature Description 

Excel Draft with 

Copilot 

Get suggestions for formulas, chart types, and insights about data 

in your spreadsheet. 

Loop Collaborative 

content creation 

Create content that can be collaboratively improved through direct 

editing or refinement by Copilot. 

Outlook Coaching tips Get coaching tips and suggestions on clarity, sentiment, and tone, 

along with an overall message assessment and suggestions for 

improvement. 

 
Summarize Summarize an email thread to help the user quickly understand 

the discussion. 

 
Draft with 

Copilot 

Pull from other emails or content across Microsoft 365 that the 

user already has access to. 

Teams Chat Users can invoke Copilot in any chat. Copilot can summarize up to 

30 days of the chat content prior to the last message in a given 

chat. Copilot uses only the single chat thread as source content for 

responses and can't reference other chats or data types (for 

example, meeting transcripts, emails, and files). Users can interact 

with Copilot by selecting pre-written prompts or writing their own 

questions. Responses include clickable citations that direct users to 

the relevant source content that was used. Conversations with 

Copilot take place in a side panel that allows users to copy and 

paste. Copilot conversations will disappear after the side panel is 

closed. 

 
Meetings Users can invoke Copilot in meetings or calls within the same 

tenant. Copilot will use the transcript in real-time to answer 

questions from the user. It only uses the transcript and knows the 

name of the user typing the question. The user can type any 

question or use pre-determined prompts; however, Copilot will 

only answer questions related to the meeting conversation from 

the transcript. The user can copy/paste an answer and access 

Copilot after the meeting ends on the Recap page. 

 
Copilot Allows users to access data across their Microsoft 365 Graph and 

leverage LLM functionality. Copilot can be accessed in Teams and 

when signed-in to Bing with an active directory account. 

 
Calls Copilot in Teams Phone uses the power of AI to empower you to 

work more flexibly and intelligently, automating important 



 

Microsoft 

365 App 

Feature Description 

administrative tasks of a call, such as capturing key points, task 

owners, and next steps, so you can stay focused on the discussion. 

Copilot in Teams Phone supports both voice over Internet Protocol 

(VoIP) and public switched telephone network (PSTN) calls. 

 
Whiteboard Makes meetings and brainstorm sessions more creative and 

effective. Use natural language to ask Copilot to generate ideas, 

organize ideas into themes, create designs that bring ideas to life 

and summarize whiteboard content. 

OneNote Draft with 

Copilot 

Use prompts to draft plans, generate ideas, create lists, and 

organize information to help you easily find what you need. 

Forms Draft with 

Copilot 

Use prompts to draft questions and suggestions that help you 

create surveys, polls, and other forms with ease. 

To learn more about what's possible with Microsoft 365 Apps and Copilot, check out Microsoft 365 AI 

help and learning. 

How does Microsoft Copilot for Microsoft 365 work? 

Microsoft Copilot for Microsoft 365 capabilities that users see in Microsoft 365 Apps and other 

surfaces appear as intelligent features, functionality, and prompting capability. Our foundation LLMs 

and proprietary Microsoft technologies work together in an underlying system that helps you securely 

access, use, and manage your organizational data. 

• Microsoft 365 Apps (such as Word, Excel, PowerPoint, Outlook, Teams, and Loop) 

operate with Copilot for Microsoft 365 to support users in the context of their work. For 

example, Copilot in Word is designed to assist users specifically in the process of creating, 

understanding, and editing documents. In a similar way, Copilot in the other apps helps 

users in the context of their work within those apps. 

• Microsoft Copilot with Graph-grounded chat enables you to bring your work content 

and context to Microsoft Copilot's chat capabilities. With Graph-grounded chat, you can 

draft content, catch up on what you missed, and get answers to questions via open-

ended prompts— all securely grounded in your work data. Use Graph-grounded Copilot 

at many surfaces, including within Microsoft Teams, at Microsoft365.com, and 

at copilot.microsoft.com. 

• Microsoft Graph has long been fundamental to Microsoft 365. It includes information 

about the relationships between users, activities, and your organization’s data. The 

Microsoft Graph API brings more context from customer signals into the prompt, such as 



 

information from emails, chats, documents, and meetings. For more information, 

see Overview of Microsoft Graph and Major services and features in Microsoft Graph. 

• Semantic Index for Copilot uses multiple LLMs that sit on top of Microsoft Graph to 

interpret user queries and produce sophisticated, meaningful, and multilingual responses 

that help you to be more productive. It allows you to search quickly through billions of 

vectors (mathematical representations of features or attributes) to help connect you with 

relevant and actionable information in your organization. For more information, see 

the Semantic Index for Copilot article 

The following diagram provides a visual representation of how Microsoft Copilot for Microsoft 365 

works. 

 

Here's an explanation of how Microsoft Copilot for Microsoft 365 works:  

• Copilot receives an input prompt from a user in an app, such as Word or PowerPoint. 

• Copilot then pre-processes the input prompt through an approach called grounding, 

which improves the specificity of the prompt, to help you get answers that are relevant 

and actionable to your specific task. The prompt can include text from input files or other 

content discovered by Copilot, and Copilot sends this prompt to the LLM for processing. 

Copilot only accesses data that an individual user has existing access to, based on, for 

example, existing Microsoft 365 role-based access controls. 

• Copilot takes the response from the LLM and post-processes it. This post-processing 

includes other grounding calls to Microsoft Graph, responsible AI checks, security, 

compliance and privacy reviews, and command generation. 

• Copilot returns the response to the app, where the user can review and assess the 

response. 



 

We refer to the user’s prompt and Copilot’s response to that prompt as the “content of interactions” 

and the record of those interactions is the user’s Copilot interaction history.  

Microsoft Copilot for Microsoft 365 iteratively processes and orchestrates these sophisticated services 

to help produce results that are relevant to your organization because they're contextually based on 

your organizational data. 

Semantic Index 

Through enhanced interactions with your individual and company data via the Microsoft Graph, and 

the creation of a new index, the semantic index is an improvement to Microsoft 365 search that lays 

the foundation for the next generation of Search and Copilot experiences. The semantic index 

respects security and policies in the Microsoft Graph so that when a user issues a query either directly 

via search or in Microsoft Copilot, it's always in the security context of the user, and only content that 

a user has access to is returned. 

To learn more, see Semantic Index for Copilot. 

Availability 

Copilot for Microsoft 365 is available as an add-on plan with one of the following licensing 

prerequisites: 

For Business and Enterprise: 

• Microsoft 365 plans: 

o Microsoft 365 E5 

o Microsoft 365 E3 

o Microsoft 365 F1 

o Microsoft 365 F3 

o Microsoft 365 Business Basic 

o Microsoft 365 Business Premium 

o Microsoft 365 Business Standard 

o Microsoft 365 Apps for business 

o Microsoft 365 Apps for enterprise 

• Office 365 plans: 

o Office 365 E5 

o Office 365 E3 

o Office 365 E1 

o Office 365 F3 

• Microsoft Teams plans: 

o Microsoft Teams Essentials 

o Microsoft Teams Enterprise 



 

o Microsoft Teams EEA (European Economic Area) 

• Exchange plans: 

o Exchange Kiosk 

o Exchange Plan 1 

o Exchange Plan 2 

• SharePoint plans: 

o SharePoint Plan 1 

o SharePoint Plan 2 

• OneDrive for Business plans: 

o OneDrive for Business Plan 1 

o OneDrive for Business Plan 2 

• Planner and Project plans: 

o Microsoft Planner Plan 1 (formerly Project Plan 1) 

o Microsoft Project Plan 3 

o Microsoft Project Plan 5 

o Project Online Essentials 

• Visio plans: 

o Visio Plan 1 

o Visio Plan 2 

• Other plans: 

o Microsoft ClipChamp 

For Education Faculty and Higher Education Students Aged 18+: 

• Microsoft 365 A1* 

• Microsoft 365 A3* 

• Microsoft 365 A5* 

• Office 365 A1* 

• Office 365 A3* 

• Office 365 A5* 

*Available via Enrollment for Education Solutions (EES) or Cloud Solution Provider (CSP) only.  

You can use the Microsoft Copilot for Microsoft 365 setup guide in the Microsoft 365 admin center to 

assign the required licenses to users. For more information, see Assign licenses to users in the 

Microsoft 365 admin center and Microsoft Copilot for Microsoft 365 requirements. 

Additional resources 

You can learn more about Microsoft Copilot for Microsoft 365 by reviewing these resources:  

• Data, Privacy, and Security for Microsoft Copilot for Microsoft 365 

• The Copilot System: Explained by Microsoft  

• Semantic Index for Copilot: Explained by Microsoft 



 

• How Microsoft Copilot for Microsoft 365 works 

• How to get ready for Microsoft Copilot for Microsoft 365 

• Microsoft 365 AI help and learning 

You can also stay up to date on the latest Copilot features, changes, and announcements using 

the Message center in the Microsoft 365 admin center. 

 

Appendix 3 – Data, Privacy and Security for Microsoft Copilot for Microsoft 365 
 

Data, Privacy, and Security for Microsoft Copilot for Microsoft 365 
• Article 

• 20/06/2024 

• 5 contributors 

Feedback 

In this article 

1. How does Microsoft Copilot for Microsoft 365 use your proprietary organizational data? 

2. Data stored about user interactions with Microsoft Copilot for Microsoft 365 

3. Microsoft Copilot for Microsoft 365 and the EU Data Boundary 

4. Microsoft Copilot for Microsoft 365 and data residency 

Show 5 more 

Microsoft Copilot for Microsoft 365 is a sophisticated processing and orchestration engine that 

provides AI-powered productivity capabilities by coordinating the following components:  

• Large language models (LLMs) 

• Content in Microsoft Graph, such as emails, chats, and documents that you have permission to 

access. 

• The Microsoft 365 productivity apps that you use every day, such as Word and PowerPoint. 

For an overview of how these three components work together, see Microsoft Copilot for Microsoft 

365 overview. For links to other content related to Microsoft Copilot for Microsoft 365, see Microsoft 

Copilot for Microsoft 365 documentation. 

 Important 

• Microsoft Copilot for Microsoft 365 is compliant with our existing privacy, security, and 

compliance commitments to Microsoft 365 commercial customers, including the General Data 

Protection Regulation (GDPR) and European Union (EU) Data Boundary. 

• Prompts, responses, and data accessed through Microsoft Graph aren't used to train foundation 

LLMs, including those used by Microsoft Copilot for Microsoft 365. 



 

• Microsoft Copilot for Microsoft 365 operates with multiple protections, which include, but are not 

limited to, blocking harmful content, detecting protected material, and blocking prompt 

injections (jailbreak attacks). 

The information in this article is intended to help provide answers to the following questions:  

• How does Microsoft Copilot for Microsoft 365 use your proprietary organizational data?  

• How does Microsoft Copilot for Microsoft 365 protect organizational information and data?  

• What data is stored about user interactions with Microsoft Copilot for Microsoft 365? 

• What data residency commitments does Microsoft Copilot make? 

• What extensibility options are available for Microsoft Copilot for Microsoft 365 

• How does Microsoft Copilot for Microsoft 365 meet regulatory compliance requirements?  

• Do controls for connected experiences in Microsoft 365 Apps apply to Microsoft Copilot for 

Microsoft 365? 

• Can I trust the content that Microsoft Copilot for Microsoft 365 creates? Who owns that content?  

• What are Microsoft's commitments to using AI responsibly? 

 Note 

Microsoft Copilot for Microsoft 365 will continue to evolve over time with new capabilities. To keep 

up to date on Microsoft Copilot for Microsoft 365 or ask questions, visit the Microsoft 365 Copilot 

community on the Microsoft Tech Community. 

How does Microsoft Copilot for Microsoft 365 use your proprietary organizational data? 

Microsoft Copilot for Microsoft 365 provides value by connecting LLMs to your organizational data. 

Microsoft Copilot for Microsoft 365 accesses content and context through Microsoft Graph. It can 

generate responses anchored in your organizational data, such as user documents, emails, calendar, 

chats, meetings, and contacts. Microsoft Copilot for Microsoft 365 combines this content with the 

user’s working context, such as the meeting a user is in now, the email exchanges the user had on a 

topic, or the chat conversations the user had last week. Microsoft Copilot for Microsoft 365 uses this 

combination of content and context to help provide accurate, relevant, and contextual responses.  

 Important 

Prompts, responses, and data accessed through Microsoft Graph aren't used to train foundation LLMs, 

including those used by Microsoft Copilot for Microsoft 365. 

Microsoft Copilot for Microsoft 365 only surfaces organizational data to which individual users have at 

least view permissions. It's important that you're using the permission models available in Microsoft 

365 services, such as SharePoint, to help ensure the right users or groups have the right access to the 

right content within your organization. This includes permissions you give to users outside your 

organization through inter-tenant collaboration solutions, such as shared channels in Microsoft 

Teams. 



 

When you enter prompts using Microsoft Copilot for Microsoft 365, the information contained within 

your prompts, the data they retrieve, and the generated responses remain within the Microsoft 365 

service boundary, in keeping with our current privacy, security, and compliance commitments. 

Microsoft Copilot for Microsoft 365 uses Azure OpenAI services for processing, not OpenAI’s publicly 

available services. Azure OpenAI doesn't cache customer content and Copilot modified prompts for 

Copilot for Microsoft 365. 

 Note 

• When you’re using plugins to help Copilot for Microsoft 365 to provide more relevant 

information, check the privacy statement and terms of use of the plugin to determine how it will 

handle your organization’s data. For more information, see Extensibility of Microsoft Copilot 

for Microsoft 365. 

• When you’re using the web content plugin, Copilot for Microsoft 365 parses the user’s prompt 

and identifies terms where web grounding would improve the quality of the response. Based on 

these terms, Copilot generates a search query that it sends to the Bing Search service. For more 

information, Data, privacy, and security for web queries in Copilot for Microsoft 365 . 

Abuse monitoring for Microsoft Copilot for Microsoft 365 occurs in real-time, without providing 

Microsoft any standing access to customer data, either for human or for automated review. While 

abuse moderation, which includes human review of content, is available in Azure OpenAI, Microsoft 

Copilot for Microsoft 365 services have opted out of it. Microsoft 365 data isn’t collected or stored by 

Azure OpenAI. 

 Note 

We may use customer feedback, which is optional, to improve Microsoft Copilot for Microsoft 365, 

just like we use customer feedback to improve other Microsoft 365 services and Microsoft 365 

productivity apps. We don't use this feedback to train the foundation LLMs used by Microsoft Copilot 

for Microsoft 365. Customers can manage feedback through admin controls. For more information, 

see Manage Microsoft feedback for your organization and Providing feedback about Microsoft 

Copilot for Microsoft 365. 

Data stored about user interactions with Microsoft Copilot for Microsoft 365 

When a user interacts with Microsoft Copilot for Microsoft 365 (using apps such as Word, PowerPoint, 

Excel, OneNote, Loop, or Whiteboard), we store data about these interactions. The stored data 

includes the user's prompt and Copilot's response, including citations to any information used to 

ground Copilot's response. We refer to the user’s prompt and Copilot’s response to that prompt as 

the “content of interactions” and the record of those interactions is the user’s Copilot interaction 

history. For example, this stored data provides users with Copilot interaction history in Microsoft 

Copilot with Graph-grounded chat and meetings in Microsoft Teams. This data is processed and 

stored in alignment with contractual commitments with your organization’s other content in Microsoft 



 

365. The data is encrypted while it's stored and isn't used to train foundation LLMs, including those 

used by Microsoft Copilot for Microsoft 365. 

To view and manage this stored data, admins can use Content search or Microsoft Purview. Admins 

can also use Microsoft Purview to set retention policies for the data related to chat interactions with 

Copilot. For more information, see the following articles: 

• Overview of Content search 

• Microsoft Purview data security and compliance protections for generative AI apps 

• Learn about retention for Copilot for Microsoft 365 

For Microsoft Teams chats with Copilot, admins can also use Microsoft Teams Export APIs to view the 

stored data. 

Deleting the history of user interactions with Microsoft Copilot for Microsoft 365 

Your users can delete their Copilot interaction history, which includes their prompts and the 

responses Copilot returns, by going to the My Account portal. For more information, see Delete your 

Microsoft Copilot interaction history. 

Microsoft Copilot for Microsoft 365 and the EU Data Boundary 

Microsoft Copilot for Microsoft 365 calls to the LLM are routed to the closest data centers in the 

region, but also can call into other regions where capacity is available during high utilization periods.  

For European Union (EU) users, we have additional safeguards to comply with the EU Data Boundary. 

EU traffic stays within the EU Data Boundary while worldwide traffic can be sent to the EU and other 

countries or regions for LLM processing. 

Microsoft Copilot for Microsoft 365 and data residency 

Copilot for Microsoft 365 is upholding data residency commitments as outlined in the Microsoft 

Product Terms and Data Protection Addendum. Copilot for Microsoft 365 was added as a covered 

workload in the data residency commitments in Microsoft Product Terms on March 1, 2024. 

Microsoft Advanced Data Residency (ADR) and Multi-Geo Capabilities offerings include data 

residency commitments for Copilot for Microsoft 365 customers as of March 1, 2024. For EU 

customers, Copilot for Microsoft 365 is an EU Data Boundary service. Customers outside the EU may 

have their queries processed in the US, EU, or other regions. 



 

Extensibility of Microsoft Copilot for Microsoft 365 

While Microsoft Copilot for Microsoft 365 is already able to use the apps and data within the 

Microsoft 365 ecosystem, many organizations still depend on various external tools and services for 

work management and collaboration. Microsoft Copilot for Microsoft 365 experiences can reference 

third-party tools and services when responding to a user’s request by using Microsoft Graph 

connectors or plugins. Data from Graph connectors can be returned in Microsoft Copilot for Microsoft 

365 responses if the user has permission to access that information. 

When plugins are enabled, Microsoft Copilot for Microsoft 365 determines whether it needs to use a 

specific plugin to help provide a relevant response to the user. If a plugin is needed, Microsoft Copilot 

for Microsoft 365 generates a search query to send to the plugin on the user’s behalf. The query is 

based on the user’s prompt, Copilot interaction history, and data the user has access to in Microsoft 

365. 

In the Integrated apps section of the Microsoft 365 admin center, admins can view the permissions 

and data access required by a plugin as well as the plugin’s terms of use and privacy statement. 

Admins have full control to select which plugins are allowed in their organization. A user can only 

access the plugins that their admin allows and that the user installed or is assigned. Microsoft Copilot 

for Microsoft 365 only uses plugins that are turned on by the user. 

 Note 

The policy settings that control the use of optional connected experiences in Microsoft 365 Apps 

don’t apply to plugins. 

For more information, see the following articles: 

• Manage Plugins for Copilot in Integrated Apps 

• Extend Microsoft Copilot for Microsoft 365 

• How Microsoft Copilot for Microsoft 365 can work with your external data 

How does Microsoft Copilot for Microsoft 365 protect organizational data? 

The permissions model within your Microsoft 365 tenant can help ensure that data won't 

unintentionally leak between users, groups, and tenants. Microsoft Copilot for Microsoft 365 presents 

only data that each individual can access using the same underlying controls for data access used in 

other Microsoft 365 services. Semantic Index honors the user identity-based access boundary so that 

the grounding process only accesses content that the current user is authorized to access. For more 

information, see Microsoft’s privacy policy and service documentation. 

When you have data that's encrypted by Microsoft Purview Information Protection, Microsoft Copilot 

for Microsoft 365 honors the usage rights granted to the user. This encryption can be applied 



 

by sensitivity labels or by restricted permissions in apps in Microsoft 365 by using Information Rights 

Management (IRM). For more information about using Microsoft Purview with Microsoft Copilot for 

Microsoft 365, see Microsoft Purview data security and compliance protections for generative AI apps. 

We already implement multiple forms of protection to help prevent customers from compromising 

Microsoft 365 services and applications or gaining unauthorized access to other tenants or the 

Microsoft 365 system itself. Here are some examples of those forms of protection: 

• Logical isolation of customer content within each tenant for Microsoft 365 services is 

achieved through Microsoft Entra authorization and role-based access control. For more 

information, see Microsoft 365 isolation controls. 

• Microsoft uses rigorous physical security, background screening, and a multi-layered 

encryption strategy to protect the confidentiality and integrity of customer content.  

• Microsoft 365 uses service-side technologies that encrypt customer content at rest and in 

transit, including BitLocker, per-file encryption, Transport Layer Security (TLS) and Internet 

Protocol Security (IPsec). For specific details about encryption in Microsoft 365, 

see Encryption in the Microsoft Cloud. 

• Your control over your data is reinforced by Microsoft's commitment to comply with 

broadly applicable privacy laws, such as the GDPR, and privacy standards, such as ISO/IEC 

27018, the world’s first international code of practice for cloud privacy.  

• For content accessed through Microsoft Copilot for Microsoft 365 plug-ins, encryption 

can exclude programmatic access, thus limiting the plug-in from accessing the content. 

For more information, see Configure usage rights for Azure Information Protection. 

Meeting regulatory compliance requirements 

As regulation in the AI space evolves, Microsoft will continue to adapt and respond to fulfill future 

regulatory requirements. 

Microsoft Copilot for Microsoft 365 is built on top of Microsoft’s current commitments to data 

security and privacy in the enterprise. There's no change to these commitments. Microsoft Copilot for 

Microsoft 365 is integrated into Microsoft 365 and adheres to all existing privacy, security, and 

compliance commitments to Microsoft 365 commercial customers. For more information, 

see Microsoft Compliance. 

Beyond adhering to regulations, we prioritize an open dialogue with our customers, partners, and 

regulatory authorities to better understand and address concerns, thereby fostering an environment 

of trust and cooperation. We acknowledge that privacy, security, and transparency aren't just features, 

but prerequisites in the AI-driven landscape at Microsoft. 



 

Additional information 

Microsoft Copilot for Microsoft 365 and policy settings for connected experiences 

If you turn off connected experiences that analyze content for Microsoft 365 Apps on Windows or 

Mac devices in your organization, Microsoft Copilot for Microsoft 365 features won’t be available to 

your users in the following apps: 

• Excel 

• PowerPoint 

• OneNote 

• Word 

Similarly, Microsoft Copilot for Microsoft 365 features in those apps on Windows or Mac devices 

won’t be available if you turn off the use of connected experiences for Microsoft 365 Apps.  

For more information about these policy settings, see the following articles:  

• Use policy settings to manage privacy controls for Microsoft 365 Apps for enterprise (for 

Windows) 

• Use preferences to manage privacy controls for Office for Mac 

About the content that Microsoft Copilot for Microsoft 365 creates 

The responses that generative AI produces aren't guaranteed to be 100% factual. While we continue 

to improve responses, users should still use their judgment when reviewing the output before sending 

them to others. Our Microsoft Copilot for Microsoft 365 capabilities provide useful drafts and 

summaries to help you achieve more while giving you a chance to review the generated AI rather than 

fully automating these tasks. 

We continue to improve algorithms to proactively address issues, such as misinformation and 

disinformation, content blocking, data safety, and preventing the promotion of harmful or 

discriminatory content in line with our responsible AI principles. 

Microsoft doesn't claim ownership of the output of the service. That said, we don't make a 

determination on whether a customer’s output is copyright protected or enforceable against other 

users. This is because generative AI systems may produce similar responses to similar prompts or 

queries from multiple customers. Consequently, multiple customers may have or claim rights in 

content that is the same or substantially similar. 

If a third party sues a commercial customer for copyright infringement for using Microsoft’s Copilots 

or the output they generate, we'll defend the customer and pay the amount of any adverse 

judgments or settlements that result from the lawsuit, as long as the customer used the guardrails 



 

and content filters we have built into our products. For more information, see Microsoft announces 

new Copilot Copyright Commitment for customers. 

How does Copilot block harmful content? 

Azure OpenAI Service includes a content filtering system that works alongside core models. The 

content filtering models for the Hate & Fairness, Sexual, Violence, and Self-harm categories have been 

specifically trained and tested in various languages. This system works by running both the input 

prompt and the response through classification models that are designed to identify and block the 

output of harmful content. 

Hate and fairness-related harms refer to any content that uses pejorative or discriminatory language 

based on attributes like race, ethnicity, nationality, gender identity and expression, sexual orientation, 

religion, immigration status, ability status, personal appearance, and body size. Fairness is concerned 

with making sure that AI systems treat all groups of people equitably without contributing to existing 

societal inequities. Sexual content involves discussions about human reproductive organs, romantic 

relationships, acts portrayed in erotic or affectionate terms, pregnancy, physical sexual acts, including 

those portrayed as an assault or a forced act of sexual violence, prostitution, pornography, and abuse. 

Violence describes language related to physical actions that are intended to harm or kill, including 

actions, weapons, and related entities. Self-harm language refers to deliberate actions that are 

intended to injure or kill oneself. 

Learn more about Azure OpenAI content filtering. 

Does Copilot provide protected material detection? 

Yes, Copilot for Microsoft 365 provides detection for protected materials, which includes text subject 

to copyright and code subject to licensing restrictions. Not all of these mitigations are relevant for all 

Copilot for Microsoft 365 scenarios. 

Does Copilot block prompt injections (jailbreak attacks)? 

Jailbreak attacks are user prompts that are designed to provoke the generative AI model into 

behaving in ways it was trained not to or breaking the rules it's been told to follow. Microsoft Copilot 

for Microsoft 365 is designed to protect against prompt injection attacks. Learn more about jailbreak 

attacks and how to use Azure AI Content Safety to detect them. 

Committed to responsible AI 

As AI is poised to transform our lives, we must collectively define new rules, norms, and practices for 

the use and impact of this technology. Microsoft has been on a Responsible AI journey since 2017, 



 

when we defined our principles and approach to ensuring this technology is used in a way that is 

driven by ethical principles that put people first. 

At Microsoft, we're guided by our AI principles, our Responsible AI Standard, and decades of research 

on AI, grounding, and privacy-preserving machine learning. A multidisciplinary team of researchers, 

engineers, and policy experts reviews our AI systems for potential harms and mitigations — refining 

training data, filtering to limit harmful content, query- and result-blocking sensitive topics, and 

applying Microsoft technologies like InterpretML and Fairlearn to help detect and correct data bias. 

We make it clear how the system makes decisions by noting limitations, linking to sources, and 

prompting users to review, fact-check, and adjust content based on subject-matter expertise. For 

more information, see Governing AI: A Blueprint for the Future. 

We aim to help our customers use our AI products responsibly, sharing our learnings, and building 

trust-based partnerships. For these new services, we want to provide our customers with information 

about the intended uses, capabilities, and limitations of our AI platform service, so they have the 

knowledge necessary to make responsible deployment choices. We also share resources and 

templates with developers inside organizations and with independent software vendors (ISVs), to help 

them build effective, safe, and transparent AI solutions. 

Related articles 

• Microsoft Copilot for Microsoft 365 requirements 

• Get started with Microsoft Copilot for Microsoft 365 

• Microsoft Copilot adoption site 
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Privacy & Security Terms 
General Core Online Services EU Data Boundary Services  

 

General 

The Privacy & Security Terms were formerly contained in Attachment 1 to the Online Services Terms.  











 

• Office 365 Services. If Customer provisions its tenant in Australia, Brazil, Canada, the European Union, France, 

Germany, India, Japan, Norway, Qatar, South Africa, South Korea, Sweden, Switzerland, the United Kingdom, the 

United Arab Emirates, or the United States, Microsoft will store the following Customer Data at rest only within 

that Geo: (1) Exchange Online mailbox content (e-mail body, calendar entries, and the content of e-mail 

attachments), (2) SharePoint Online site content and the files stored within that site, (3) files uploaded to 

OneDrive for Business, (4) Microsoft Teams chat messages (including private messages, channel messages, 

meeting messages and images used in chats), and for customers using Microsoft Stream (Classic) (on 

SharePoint) meeting recordings, and (5) any stored content of interactions with Microsoft Copilot for Microsoft 

365 to the extent not included in the preceding commitments. If Customer purchases an Advanced Data 

Residency subscription, then Microsoft will store certain Customer Data at rest in the applicable Geo in 

accordance with this section and the “Advanced Data Residency Commitments” section of the product 

documentation at https://aka.ms/adroverview.  

• Microsoft Intune Online Services. When Customer provisions a Microsoft Intune tenant account to be deployed 

within an available Geo, then, for that service, Microsoft will store Customer Data at rest within that specified 

Geo except as noted in the Microsoft Intune Trust Center. 

• Microsoft Power Platform Core Services. When Customer provisions a Power Platform Core Service to be 

deployed within an available Geo, then, for that service, Microsoft will store Customer Data at rest within that 

specified Geo, except as described in the Microsoft Power Platform Trust Center.  

• Microsoft Azure Core Services. If Customer configures a particular service to be deployed within a Geo then, for 

that service, Microsoft will store Customer Data at rest within the specified Geo. Certain services may not enable 

Customer to configure deployment in a particular Geo or outside the United States and may store backups in 

other locations. Refer to the Microsoft Trust Center (which Microsoft may update from time to time, but 

Microsoft will not add exceptions for existing Services in general release) for more details.  

• Microsoft Defender for Cloud Apps. If Customer provisions its tenant in the European Union or the United 

States, Microsoft will store Customer Data at rest only within that Geo, except as described in the Microsoft 

Defender for Cloud Apps Trust Center. 

• Microsoft Dynamics 365 Core Services. When Customer provisions a Dynamics 365 Core Service to be deployed 

within an available Geo, then, for that service, Microsoft will store Customer Data at rest within that specified 

Geo, except as described in the Microsoft Dynamics 365 Trust Center.  

• Microsoft Defender for Endpoint Services. When Customer provisions a Microsoft Defender for Endpoint tenant 

to be deployed within an available Geo, then, for that service, Microsoft will store Customer Data at rest within 

that specified Geo except as noted in the Microsoft Defender for Endpoint Trust Center. 

• Microsoft Defender for Identity. When Customer provisions a Microsoft Defender for Identity tenant to be 

deployed within an available Geo, then, for that service, Microsoft will store Customer Data at rest within that 

specified Geo except as noted in the Microsoft Defender for Identity Trust Center. 





 

 

Location of Customer Data for EU Data Boundary Services 

For EU Data Boundary Services, Microsoft will store and process Customer Data and Personal Data within the EU Data 

Boundary as detailed below. 

Customer must configure EU Data Boundary Services as follows: 

• For Azure, Customer must deploy the service into an Azure region located within the EU Data Boundary. See Data 

Residency in Azure (https://azure.microsoft.com/explore/global-infrastructure/data-residency) for more 

information. For services that do not enable deployment into a specified Azure region, Customer must follow 

the instructions at Configuring Azure non-regional services for the EU Data Boundary 

(https://learn.microsoft.com/privacy/eudb/eu-data-boundary-configure-azure-nonregional-services). 

• For Dynamics 365 and Power Platform, if Customer provisions a tenant with a billing address in the EU or EFTA, 

that tenant will be in-scope for the EU Data Boundary if Customer also creates all of its environments within a 

Geo inside the EU Data Boundary. 

• For Microsoft 365, if Customer provisions a tenant in the EU or EFTA, that tenant will be in-scope for the EU Data 

Boundary, except for those tenants where Customer has also purchased the Microsoft 365 Multi-Geo 

Capabilities add-on that enables customers to expand Microsoft 365 tenant presence to multiple geographic 

regions or countries (https://learn.microsoft.com/microsoft-365/enterprise/microsoft-365-multi-

geo?view=o365-worldwide). 

Use of EU Data Boundary Services may result in limited transfers of Customer Data or Personal Data outside the EU Data 

Boundary, as set forth below and further detailed in transparency documentation for the EU Data Boundary located 

at https://learn.microsoft.com/en-us/privacy/eudb/eu-data-boundary-learn or successor location. Any such transfers will 

be conducted in accordance with the Data Protection Addendum and the Product Terms. 

• Remote Access. Microsoft personnel located outside the EU Data Boundary may remotely access data processing 

systems in the EU Data Boundary as necessary to operate, troubleshoot, and secure the EU Data Boundary 

Services. 

• Customer-Initiated Transfers. Customers may initiate transfers outside the EU Data Boundary, such as by 

accessing EU Data Boundary Services from locations outside the EU Data Boundary, sending an email to a 

recipient located outside the EU Data Boundary, or use of EU Data Boundary Services in combination with other 

services not in the EU Data Boundary. 

• Protecting Customers. Microsoft transfers limited data outside of the EU Data Boundary as necessary to detect 

and protect Customers against security threats. 

• Directory Data. Microsoft may replicate limited Microsoft Entra directory data from Microsoft Entra ID (including 

username and email address) outside the EU Data Boundary to provide the service.  



 

• Network Transit. To reduce routing latency and to maintain routing resiliency, Microsoft uses variable network 

paths that may occasionally result in transit of data outside the EU Data Boundary.   

• Service and Platform Quality and Management. When required to monitor and maintain service quality or to 

ensure accuracy of statistical measures of service use or performance, pseudonymized  Personal Data may be 

transferred outside of the EU Data Boundary. 

• Service-Specific Transfers. See transparency documentation referenced above for information about transfers 

applicable to specific EU Data Boundary Services. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Appendix 5 – Microsoft products and services Data Protection Addendum 
Licensing Documents (microsoft.com) 

[Captured 12/07/2024] 

 

 

  

 Volume 
 Licensing 



 

 

 
 
Microsoft Products and 
Services Data Protection 
Addendum 
Last updated January 2, 2024 

 

Published in English on January 2, 2024. Translations will be published by Microsoft when available. 
These commitments are binding on Microsoft as of January 2, 2024. 

 
 







































 

Version 0.1  Page 100 of 169 
 

5. Taking into account the state of the art, the costs of implementation and the nature, scope, context and purposes of processi ng as well as the 
risk of varying likelihood and severity for the rights and freedoms of natural persons, Customer and Microsoft s hall implement appropriate 
technical and organisational measures to ensure a level of security appropriate to the risk, including inter alia as appropri ate:  

(a) the pseudonymisation and encryption of Personal Data;  

(b) the ability to ensure the ongoing confidentiality, integrity, availability and resilience of processing systems and services;   

(c) the ability to restore the availability and access to Personal Data in a timely manner in the event of a physical or technica l 

incident; and 

(d) a process for regularly testing, assessing and evaluating the effectiveness of technical and organisational measures for ensuring 

the security of the processing. (Article 32(1)) 

6. In assessing the appropriate level of security, account shall be taken of the risks that are presented by processing, in part icular from accidental 
or unlawful destruction, loss, alteration, unauthorised disclosure of, or access to Personal Data transmitted, stored or otherwise processed. 
(Article 32(2)) 

7. Customer and Microsoft shall take steps to ensure that any natural person acting under the authority of Customer or Microsoft  who has access 
to Personal Data does not process them except on instructions from Customer, unless he or she is required to do so by Union or Member State 

law. (Article 32(4)) 

8. Microsoft shall notify Customer without undue delay after becoming aware of a Personal Data breach. (Article 33(2)). Such not ification will 
include that information a processor must provide to a controller under Article 33(3) to the extent such information is reasonably available to 
Microsoft. 

Table of Contents / General Terms 
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Appendix 6 – Microsoft Privacy Statement (extracts) 
Microsoft Privacy Statement – Microsoft privacy 

[Captured 12/07/2024] 

Products provided by your organisation – notice to end 

users 

If you use a Microsoft product with an account provided by an organisation you are affiliated with, 

such as your work or school account, that organisation can: 

• Control and administer your Microsoft product and product account, including controlling privacy-

related settings of the product or product account. 

• Access and process your data, including the interaction data, diagnostic data, and the contents of your 

communications and files associated with your Microsoft product and product accounts. 

If you lose access to your work or school account (in event of change of employment, for example), 

you may lose access to products and the content associated with those products, including those you 

acquired on your own behalf, if you used your work or school account to sign in to such products. 

Many Microsoft products are intended for use by organisations, such as schools and businesses. 

Please see the Enterprise and developer products section of this privacy statement. If your 

organisation provides you with access to Microsoft products, your use of the Microsoft products is 

subject to your organisation’s policies, if any. You should direct your privacy enquiries, including any 

requests to exercise your data protection rights, to your organisation’s administrator. When you use 

social features in Microsoft products, other users in your network may see some of your activity. To 

learn more about the social features and other functionality, please review documentation or help 

content specific to the Microsoft product. Microsoft is not responsible for the privacy or security 

practices of our customers, which may differ from those set forth in this privacy statement.  

When you use a Microsoft product provided by your organisation, Microsoft’s processing of your 

personal data in connection with that product is governed by a contract between Microsoft and your 

organisation. Microsoft processes your personal data to provide the product to your organisation and 

you, and in some cases for Microsoft’s business operations related to providing the product as 

described in the Enterprise and developer products section. As mentioned above, if you have 

questions about Microsoft’s processing of your personal data in connection with providing products 

to your organisation, please contact your organisation. If you have questions about Microsoft’s 

business operations in connection with providing products to your organisation as provided in the 

Product Terms, please contact Microsoft as described in the How to contact us section. For more 

information on our business operations, please see the Enterprise and developer products section. 
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For Microsoft products provided by your K-12 school, including Microsoft 365 Education, Microsoft 

will: 

• not collect or use student personal data beyond that needed for authorised educational or school 

purposes; 

• not sell or rent student personal data; 

• not use or share student personal data for advertising or similar commercial purposes, such as 

behavioural targeting of advertisements to students; 

• not build a personal profile of a student, other than for supporting authorised educational or school 

purposes or as authorised by the parent, guardian or student of appropriate age; and 

• require that our vendors with whom student personal data is shared to deliver the educational service, if 

any, are obligated to implement these same commitments for student personal data. 

 

Artificial Intelligence and Microsoft Copilot capabilities 

 

Microsoft leverages the power of artificial intelligence (AI) in many of our products and services, 

including by incorporating generative AI features such as Microsoft Copilot capabilities. Microsoft’s 

deployment and use of AI is subject to Microsoft’s AI Principles and Microsoft’s Responsible AI 

Standard, and Microsoft’s collection and use of personal data in developing and deploying AI features 

is consistent with commitments outlined in this privacy statement. Product-specific details provide 

additional relevant information. You can find out more about how Microsoft uses AI here. 

Microsoft Copilot capabilities. Microsoft Copilot is Microsoft’s everyday AI companion, and is 

designed to help you achieve more through a single experience that runs across devices, 

understanding relevant context on the web, on your PC, and across apps to bring you the right skills 

at the right time. With the help of Copilot, users can start a draft of a new Word document, generate a 

PowerPoint presentation, quickly find the answers to complex search queries online, find relevant 

documents or other personal content, or be inspired to create new songs, stories, images or other 

content, among other tasks. Copilot is a family of services, and Microsoft’s collection and use of data 

may differ depending on the service and the intended functionality in a given scenario. 

The Copilot website and app (available on iOS and Android) is the core of the consumer Copilot 

experience. Within this core experience, users can search the web, create text, images, songs, or other 

outputs, or engage with other features, such as plugins. On the website and in the app, users enter 

“prompts” that provide instructions to Copilot (e.g. “Give me recommendations for a restaurant that 

accommodates parties of 10 near me”). In order to provide a relevant response, Copilot will use this 

prompt, along with the user’s location, language and similar settings, to formulate a helpful response. 

In some markets, authenticated users can choose to allow Copilot to have access to prior prompt 
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history to better personalise the product. The consumer Copilot product uses the data collected to 

provide and improve the Copilot services, including to provide relevant advertising. Users who are 

signed-in to their account can manage their prompt history in product and on the Microsoft Privacy 

Dashboard, and can adjust their location, language, and other settings in the product.  

Copilot also appears as an assistant within other Microsoft consumer products, such as Bing and 

Microsoft Edge. In those situations, data processing activities generally align with those products’ 

primary uses. For example, Copilot in Bing’s use and collection of personal data is consistent with 

Bing’s core web search offering as described in the Search and Browse section of this privacy 

statement. More information about Copilot in Bing is available at Copilot in Bing: Our approach to 

Responsible AI. In Microsoft Edge, Copilot appears in the sidebar experience and can help the user 

complete tasks related to the webpages they visit (e.g. “summarise this page”). This data is used 

consistent with the Microsoft Edge section of this privacy statement. 

Copilot Pro is another consumer Copilot offering, and offers subscribers priority access to the very 

latest models, improved image creation abilities and access to Copilot in Microsoft Word, PowerPoint, 

OneNote, Excel and Outlook. The main Copilot Pro website and app has similar data collection, use 

and controls as consumer Copilot, as described above. When Copilot is integrated with Microsoft 365 

products, Copilot data collection is consistent with how data collection and use is described in the 

Productivity and Communications section of this privacy statement. 

There are also Copilot offerings designed for enterprise users. When enabled by an eligible enterprise, 

users logged in with their Entra ID who want to access consumer Copilot services are offered Copilot 

with Commercial Data Protection, which minimises data collection and use consistent with the 

expectations of enterprise users. More information on Copilot with Commercial Data Protection is 

available here. 

Microsoft Copilot for Microsoft 365 enterprise offers enterprise-grade data protection along with 

access to the corporate graph, Copilot within Microsoft 365 and Teams, and additional customisation 

features. Data collection and use in Copilot for Microsoft 365 enterprise is consistent with the 

practices described in the Enterprise and Developer Products section of this privacy statement. 

Top of page 

Enterprise and developer products 

 

Enterprise and Developer Products are Microsoft products and related software offered to and 

designed primarily for use by organisations and developers. They include: 
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• Cloud services, referred to as Online Services in the Product Terms, such as Microsoft 365 and Office 

365, Microsoft Azure, Microsoft Dynamics365 and Microsoft Intune for which an organisation (our 

customer) contracts with Microsoft for the services (“Enterprise Online Services”). 

• Other enterprise and developer tools and cloud-based services, such as Azure PlayFab Services (to learn 

more see Azure PlayFab Terms of Service). 

• Server, developer and hybrid cloud platform products, such as Windows Server, SQL Server, Visual 

Studio, System Centre, Azure Stack and open source software like Bot Framework solutions (“Enterprise 

and Developer Software”). 

• Appliances and hardware used for storage infrastructure, such as StorSimple (“Enterprise Appliances”).  

• Professional services referred to in the Product Terms that are available with Enterprise Online Services, 

such as onboarding services, data migration services, data science services, or services to supplement 

existing features in the Enterprise Online Services. 

In the event of a conflict between this Microsoft privacy statement and the terms of any 

agreement(s) between a customer and Microsoft for Enterprise and Developer Products, the 

terms of those agreement(s) will control. 

You can also learn more about our Enterprise and Developer Products’ features and settings, 

including choices that impact your privacy or your end users’ privacy, in product 

documentation. 

If any of the terms below are not defined in this Privacy Statement or the Product Terms, they have 

the definitions below. 

General. When a customer tries, purchases, uses, or subscribes to Enterprise and Developer Products, 

or obtains support for or professional services with such products, Microsoft receives data from you 

and collects and generates data to provide the service (including improving, securing, and updating 

the service), conduct our business operations, and communicate with the customer. For example:  

• When a customer engages with a Microsoft sales representative, we collect the customer’s name and 

contact data, along with information about the customer’s organisation, to support that engagement.  

• When a customer interacts with a Microsoft support professional, we collect device and usage data or 

error reports to diagnose and resolve problems. 

• When a customer pays for products, we collect contact and payment data to process the payment. 

• When Microsoft sends communications to a customer, we use data to personalise the content of the 

communication. 

• When a customer engages with Microsoft for professional services, we collect the name and contact 

data of the customer’s designated point of contact and use information provided by the customer to 

perform the services that the customer has requested. 

The Enterprise and Developer Products enable you to purchase, subscribe to, or use other products 

and online services from Microsoft or third parties with different privacy practices, and those other 

products and online services are governed by their respective privacy statements and policies. 

View Summary 
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Enterprise online services 

 

To provide the Enterprise Online Services, Microsoft uses data you provide (including Customer Data, 

Personal Data, Administrator Data, Payment Data, and Support Data) and data Microsoft collects or 

generates associated with your use of the Enterprise Online Services. We process data as described in 

the Product Terms, Microsoft Products and Services Data Protection Addendum (Products and 

Services DPA), and the Microsoft Trust Centre. 

Personal Data. Customer is the controller of Personal Data and Microsoft is the processor of such 

data, except when (a) Customer acts as a processor of Personal Data, in which case Microsoft is a 

subprocessor or (b) as stated otherwise in the standard Products and Services DPA. In addition, as 

provided in the standard Products and Services DPA, Microsoft has taken on the added 

responsibilities of a data controller under GDPR when processing Personal Data in connection with its 

business operations incident to providing its services to Microsoft’s commercial customers, such as 

billing and account management, compensation, internal reporting and business modelling, and 

financial reporting. We use Personal Data in the least identifiable form that will support processing 

necessary for these business operations. We rely on statistical data and aggregate pseudonymized 

Personal Data before using it for our business operations, removing the ability to identify specific 

individuals. 

Administrator Data. Administrator Data is the information provided to Microsoft during sign-up, 

purchase, or administration of Enterprise Online Services. We use Administrator Data to provide the 

Enterprise Online Services, complete transactions, service the account, detect and prevent fraud, and 

comply with our legal obligations. Administrator Data includes the name, address, phone number, and 

email address you provide, as well as aggregated usage data related to your account, such as the 

controls you select. Administrator Data also includes contact information of your colleagues and 

friends if you agree to provide it to Microsoft for the limited purpose of sending them an invitation to 

use the Enterprise Online Services; we contact those individuals with communications that include 

information about you, such as your name and profile photo. 

As needed, we use Administrator Data to contact you to provide information about your account, 

subscriptions, billing, and updates to the Enterprise Online Services, including information about new 

features, security, or other technical issues. We also contact you regarding third-party enquiries we 

receive regarding use of the Enterprise Online Services, as described in your agreement. You cannot 

unsubscribe from these non-promotional communications. We may also contact you regarding 

information and offers about other products and services, or share your contact information with 

Microsoft's partners. When such a partner has specific services or solutions to meet your needs, or to 
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optimise your use of the Enterprise Online Services, we may share limited, aggregated information 

about your organisation’s account with the partner. Microsoft will not share your confidential 

information or contact information with the authorised partner unless we have sufficient rights to do 

so. You can manage your contact preferences or update your information in your account profile.  

Payment Data. We use payment data to complete transactions, as well as to detect and prevent 

fraud. 

Support Data. Customers provide or authorise Microsoft to collect data in connection with obtaining 

technical support for the Enterprise Online Services. We process Support Data to provide technical 

support and as described in the Products and Services DPA. 

Local Software and Diagnostic Data. Some Online Services may require, or may be enhanced by, the 

installation of local software (e.g., agents, device management applications). The local software may 

collect Diagnostic Data (as defined in the Products and Services DPA) about the use and performance 

of that software. That data may be transmitted to Microsoft and used for the purposes described in 

the Products and Services DPA. 

Bing Search Services Data. Bing Search Services, as defined in the Product Terms, use data such as 

search queries as described in the Bing section of this privacy statement. 
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Appendix 7 – GDPR and Generative AI, A Guide for the Public Sector 

GDPR-and-Generative-AI-A-Guide-for-the-Public-Sector-FINAL.pdf 

(microsoft.com) 
[Captured 12/07/2024 
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Appendix 8 – Microsoft Online Services Subprocessors 
[Captured 16/07/2024] 
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Appendix 9 – Search for and delete Microsoft CoPilot for Microsoft 365 Data 
Search for and delete Microsoft Copilot for Microsoft 365 data | Microsoft Learn  

[Captured 26/7/2024]  

 

Search for and delete Microsoft Copilot for Microsoft 365 data 

• Article 

• 04/01/2024 

• 2 contributors 

Feedback 
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In this article 

1. Before you search and delete Copilot data 

2. Step 1: Create a case in eDiscovery (Premium) 

3. Step 2: Create a collection estimate 

4. Step 3: Review and verify Copilot data to delete 

Show 4 more 

You can use eDiscovery (Premium) and the Microsoft Graph Explorer to search for and delete 

user prompts and Microsoft Copilot for Microsoft 365 responses in supported applications and 

services. This feature can help you find and remove sensitive information or inappropriate 

content included in Copilot activities. This search and deletion workflow can also help you 

respond to a data spillage incident, when content containing confidential or malicious information 

is released through Copilot-related activity. 

 Tip 

If you're not an E5 customer, use the 90-day Microsoft Purview solutions trial to explore how 

additional Purview capabilities can help your organization manage data security and compliance 

needs. Start now at the Microsoft Purview compliance portal trials hub. Learn details 

about signing up and trial terms. 

Before you search and delete Copilot data 

• To create an eDiscovery (Premium) case and use collections to search for Copilot activity 

data, you have to be a member of the eDiscovery Manager role group in the Microsoft 

Purview compliance portal. To delete Copilot data, you have to be assigned the Search 

And Purge role. This role is assigned to the Data Investigator and Organization 

Management role groups by default. For more information, see Assign eDiscovery 

permissions. 

• A maximum of 10 items per mailbox can be removed at one time. Because the capability 

to search for and remove Copilot data is intended to be an incident-response tool, this 

limit helps ensure that this data is quickly removed. 

Step 1: Create a case in eDiscovery (Premium) 

The first step is to create a case in eDiscovery (Premium) to manage the search and deletion 

process. For information about creating a case, see Use the new case format. 

Step 2: Create a collection estimate 
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After you create a case, the next step is to create a collection estimate to search for the Copilot 

data that you want to delete. The deletion process you perform is Step 5 deletes all Copilot-

related items that are found in the collection estimate (within the 10 item per location limit). 

In eDiscovery (Premium), a collection is an eDiscovery search of the content locations that 

contain Copilot data that you want to delete. Create the collection estimate in the case that you 

created in the previous step. For more information, see Create a collection estimate. 

Data sources for Copilot data 

The following table lists the applications and services that are sources for Copilot data. All user 

prompts to Copilot and responses from Copilot are stored in a user's mailbox. 

Expand table 

For this type of Microsoft Copilot data... Search this item class... 

Excel IPM.SkypeTeams.Message.Copilot.Excel 

Loop IPM.SkypeTeams.Message.Copilot.Loop 

Microsoft 365 App IPM.SkypeTeams.Message.Copilot.M365App 

Microsoft Copilot for Bing (Bizchat) IPM.SkypeTeams.Message.Copilot.BizChat 

Microsoft Forms IPM.SkypeTeams.Message.Copilot.Forms 

OneNote IPM.SkypeTeams.Message.Copilot.OneNote 

Outlook IPM.SkypeTeams.Message.Copilot.Outlook 

PowerPoint IPM.SkypeTeams.Message.Copilot.Powerpoint 

Teams Channel IPM.SkypeTeams.Message.Copilot.Teams 

Teams Chat IPM.SkypeTeams.Message.Copilot.Teams 

Teams Copilot Chat (Bizchat) IPM.SkypeTeams.Message.Copilot.BizChat 

Teams Meeting IPM.SkypeTeams.Message.Copilot.Teams 

Teams Microsoft 365 Chat (BF) IPM.SkypeTeams.Message 

Whiteboard IPM.SkypeTeams.Message.Copilot.Whiteboard 

Word IPM.SkypeTeams.Message.Copilot.Word 

 Note 
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In Step 4, you also have to identify and remove any holds and retention policies assigned to the 

mailbox that contains the type of Copilot data that you want to delete. 

Tips for searching for Copilot data 

To help ensure the most comprehensive collection of Copilot data, use the Type condition and 

select the Copilot activity option when you build the search query for the collection estimate. 

We also recommend including a date range or several keywords to narrow the scope of the 

collection to items relevant to your search and delete investigation. 

For more information, see Build search queries for collections. 

Step 3: Review and verify Copilot data to delete 

The deletion process in Step 5 will delete the items returned by the collection. It's important that 

you review the collection estimate results to ensure that the collection only returns the items 

that you want to delete. To review a sample of items in a collection estimate, see the Next 

steps after a collection estimate is complete section in Create a collection estimate. 

Additionally, you can use the collection statistics (specifically the Top Locations statistics) to 

generate a list of the data sources that contain items returned by the collection. Use this list in 

the next step to remove hold and retention policies from the user mailboxes that contain search 

results. For more information, see Collection statistics and reports. 

Step 4: Remove holds and retention policies from data sources 

Before you can delete Copilot data from a mailbox, you have to remove any hold or retention 

policy that is assigned to a target mailbox. If not, then the data you're trying to delete is 

retained. 

Use the list of mailboxes that contain the Copilot data that you want to delete and determine if 

there's a hold or retention policy assigned to those mailboxes, and then remove the hold or 

retention policy. Be sure to identify the hold or retention policy that you remove so that you can 

reassign to the mailboxes in Step 7. 

For instructions about how to identify and remove holds and retention policies, see Step 3: 

Remove all holds from the mailbox in Delete items in the Recoverable Items folder of cloud-

based mailboxes on hold. 

Step 5: Delete Copilot data 

 Note 

Because Microsoft Graph Explorer is not available in some US Government clouds (GCC High and 

DOD), you must use PowerShell to accomplish these tasks. See the Delete Copilot data with 

PowerShell for details. 
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Now you're ready to delete Copilot data from user mailboexes. Use the Microsoft Graph Explorer 

to perform the following three tasks: 

1. Get the ID of the eDiscovery (Premium) case that you created in Step 1. This is the case 

that contains the collection created in Step 2. 

2. Get the ID of the collection that you created in Step 2 and verified the search results in 

Step 3. The search query in this collection returns the Copilot data to be deleted. 

3. Delete the Copilot data returned by the collection. 

For information about using Graph Explorer, see Use Graph Explorer to try Microsoft Graph APIs. 

 Important 

To perform these three tasks in Graph Explorer, you may have to consent to the 

eDiscovery.Read.All and eDiscovery.ReadWrite.All permissions. For more information, see the 

"Consent to permissions" section in Working with Graph Explorer. 

Get the case ID 

1. Go to https://developer.microsoft.com/graph/graph-explorer and sign in to the Graph 

Explorer with an account that's assigned the Search And Purge role in the Microsoft 

Purview compliance portal. 

2. Run the following GET request to retrieve the ID for the eDiscovery (Premium) case. Use 

the value https://graph.microsoft.com/v1.0/security/cases/ediscoveryCases in the 

address bar of the request query. Be sure to select v1.0 in the API version dropdown list. 

This request returns information about all cases in your organization on the Response 

preview tab. 

3. Scroll through the response to locate the eDiscovery (Premium) case. Use 

the displayName property to identify the case. 

4. Copy the corresponding ID (or copy and paste it to a text file). You'll use this ID in the 

next task to get the collection ID. 

 Tip 

Instead of using the previous procedure to obtain the case Id, you can open the case in the 

Microsoft Purview compliance portal and copy the case Id from the URL. 

Get the eDiscoverySearchID 

1. In Graph Explorer, run the following GET request to retrieve the ID for the collection that 

you created in Step 2, and contains the items you want to delete. Use the 

value https://graph.microsoft.com/v1.0/security/cases/ediscoveryCases/{ediscoveryCaseI
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D}/searches in the address bar of the request query, where {ediscoveryCaseID} is the 

CaseID that you obtained in the previous procedure. 

2. Scroll through the response to locate the collection that contains the items that you want 

to delete. Use the displayName property to identify the collection that you created in Step 

3. 

In the response, the search query from the collection is displayed in the contentQuery property. 

Items returned by this query are deleted in the next task. 

3. Copy the corresponding ID (or copy and paste it to a text file). You'll use this ID in the 

next task to delete Copilot data. 

 Tip 

Instead of using the previous procedure to obtain the search Id, you can open the case in the 

Microsoft Purview compliance portal. Open the case and navigate to the Jobs tab. Select the 

relevant collection and under Support information, find the job ID (the job ID displayed here is 

the same as the collection ID). 

Delete Copilot data 

1. In Graph Explorer, run the following POST request to delete the items returned by the 

collection that you created in Step 2. Use the 

value https://graph.microsoft.com/v1.0/security/cases/ediscoveryCases/{ediscoveryCaseI

D}/searches/{ediscoverySearchID}/purgeData in the address bar of the request query, 

where {ediscoveryCaseID} and {ediscoverySearchID} are the IDs that you obtained in 

the previous procedures. 

If the POST request is successful, an HTTP response code is displayed in a green banner stating 

that the request was accepted. 

For more information on purgeData, see sourceCollection: purgeData. 

Delete Copilot data with PowerShell 

 Note 

Because Microsoft Graph Explorer is not available in the US Government cloud (GCC, GCC High, 

and DOD), you must use PowerShell to accomplish these tasks. 

You can also delete Copilot data using PowerShell. For example, to delete Copilot data in the US 

Government cloud you could use a command similar to: 

Connect-MgGraph -Scopes "ediscovery.ReadWrite.All" -Environment USGov 
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Invoke-MgGraphRequest -Method POST -Uri 

'/v1.0/security/cases/ediscoveryCases/<ediscoverySearchID>/searches/<search 

ID>/purgeData' 

For more information on using PowerShell to delete Copilot data, see ediscoverySearch: 

purgeData. 

Step 6: Verify Copilot data is deleted 

After you run the POST request to delete Copilot data, this data is removed from the user's 

mailbox. There isn't any visible notification or confirmation for the user that the data has been 

deleted. 

Deleted Copilot data is moved to the SubstrateHolds folder, which is a hidden mailbox folder. 

Deleted Copilot data is stored there for at least 1 day and then are permanently deleted the next 

time the timer job runs (typically between 1-7 days). 

Step 7: Reapply holds and retention policies to user mailboxes 

After you verify that the Copilot data is deleted, you can reapply the holds and retention policies 

to user mailboxes that you removed in Step 4. 

 Appendix 10 – Data Residency for Microsoft Copilot for M365 
Data Residency for Microsoft Copilot for Microsoft 365 - Microsoft 365 Enterprise | Microsoft 

Learn 

[Captured 26/07/2024] 

Data Residency for Microsoft Copilot for Microsoft 365 

• Article 

• 03/01/2024 

• 3 contributors 

Feedback 

In this article 

1. Overview 

2. Data Residency Commitments Available for Microsoft Copilot for Microsoft 365 

Overview 

Service documentation: Microsoft Copilot for Microsoft 365 overview and Data, Privacy, and 

Security for Microsoft Copilot for Microsoft 365 
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Capability Summary: Microsoft Copilot for Microsoft 365 is an AI-powered productivity tool that 

coordinates large language models (LLMs), content in Microsoft Graph, and the Microsoft 365 

apps that you use every day, such as Word, Excel, PowerPoint, Outlook, and Teams. This 

integration provides real-time intelligent assistance, enabling users to enhance their creativity, 

productivity, and skills. The following applications provide the ability to interact with Microsoft 

Copilot for Microsoft 365: Microsoft Word, Excel, PowerPoint, Loop, Outlook, Teams (Chat, 

Meetings, Calls, Whiteboard), and OneNote. 

The content of interactions and the related semantic index with Microsoft Copilot for Microsoft 

365 are stored at rest in the relevant Local Region Geography. 

Data Residency Commitments Available for Microsoft Copilot for Microsoft 365 

Product Terms 

Required Conditions: 

1. Tenant has a sign-up country/region included in Australia, Brazil, Canada, the European 

Union, France, Germany, India, Japan, Norway, Qatar, South Africa, South Korea, 

Sweden, Switzerland, the United Kingdom, the United Arab Emirates, or the United 

States. 

Commitment: 

For current language, refer to the Privacy and Security Product Terms and view the section titled 

"Location of Customer Data at Rest for Core Online Services." 

Advanced Data Residency (ADR) add-on 

Required Conditions: 

1. Tenant has a sign-up country/region included in Local Region Geography. 

2. Tenant has a valid Advanced Data Residency subscription for all users in the Tenant 

3. For existing Tenant that has data stored in a Macro Region Geography, the Tenant Global 

Admin must opt in to move the Tenant data into the Local Region Geography. 

4. The Microsoft Copilot for Microsoft 365 subscription customer data is provisioned in Local 

Region Geography. 

Commitment: 

Refer to the ADR Commitment page to understand the specific data at rest commitments for 

Microsoft Copilot for Microsoft 365. Examples of the committed data include: 

• "Content of Interactions” such as the user's prompt and Microsoft Copilot's response, 

including citations to any information used to ground Microsoft Copilot's response. 
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Multi-Geo add-on 

Required Conditions: 

1. Tenants have a valid Multi-Geo subscription that covers all users assigned to a Satellite 

Geography 

2. Customer must have an active Enterprise or CSP Partner Agreement. 

3. Total purchased Multi-Geo units must be greater than 5% of the total eligible licenses in 

the Tenant. 

Commitment: Multi-Geo capabilities in Microsoft Copilot for Microsoft 365 enable content of 

interactions with Microsoft Copilot for Microsoft 365 to be stored at rest in a specified Macro 

Region Geography or Local Region Geography location. Microsoft Copilot for Microsoft 365 uses 

the Preferred Data Location (PDL) for users and groups to determine where to store data. If the 

PDL isn't set or is invalid, data is stored in the Tenant's Primary Provisioned Geography location. 

The Geography where the content of interactions with Microsoft Copilot for Microsoft 365 are 

stored is determined by the PDL of the user interacting with Microsoft Copilot for Microsoft 365. 

This means that the storage of content of interactions for users in different regions will be based  

on their respective PDL configurations. 

To find the current location of a user's content of interactions with Microsoft Copilot for Microsoft 

365 by referencing the PDL configuration for that user. Refer to Multi-Geo Testing 

Illustrative examples 

Collaboration Experience Two people are working together on a Microsoft Word document. 

User A authored the document and stored it in the OneDrive for Business personal storage site, 

which is located in France. User B is in Canada and asks Microsoft Copilot for Microsoft 365 to 

rewrite a paragraph in the document. The paragraph User B submitted as the prompt, as well as 

the rewrite options Microsoft Copilot for Microsoft 365 provides (the “content of interactions” in 

this case) are stored in Canada; the original document remains in France, as does any rewrite 

the user accepts into that document. 

Teams Meeting Experience Microsoft Teams meeting recording video location is determined 

by the user PDL that starts the recording, or when meetings have an automatic recording policy, 

the location is determined from the first person joining the meeting. When users in other regions 

interact with Microsoft Copilot for Microsoft 365 in Teams, those user prompts and corresponding 

responses are stored in the location of the user that asks the Microsoft Copilot for Microsoft 365 

questions. 

Migration 

Microsoft Copilot for Microsoft 365 is part of the Microsoft 365 Advanced Data Residency 

migration. You can learn more at ADR Migration 
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How can I determine customer data location? 

You can find the actual data location in Microsoft 365 admin center. In the coming months, you 

will be able to find the actual data location for committed data, by navigating to Settings > Org 

settings > Organization profile > Data location. 

 

Appendix 11 – Learn about retention for Copilot for Microsoft 365 
Learn about retention for Microsoft Copilot for Microsoft 365 | Microsoft Learn 

[Captured 26/07/2024] 

Learn about retention for Copilot for Microsoft 365 

• Article 

• 05/06/2024 

• 2 contributors 

Feedback 

In this article 

1. What's included for retention and deletion 

2. How retention works with Microsoft Copilot for Microsoft 365 

3. When a user leaves the organization 

4. Configuration guidance 

Microsoft 365 licensing guidance for security & compliance. 

 Note 

Microsoft Copilot for Microsoft 365 messages are automatically included in the retention policy 

location named Teams chats and Copilot interactions because they are retained and deleted 

by using the same mechanisms. Users don't have to be using Teams for the retention policy to 

apply to Copilot for Microsoft 365. 

The information in this article supplements Learn about retention because it has information 

that's specific to Microsoft Teams messages and interactions with Microsoft Copilot for Microsoft 

365. 

For other workloads, see: 

• Learn about retention for SharePoint and OneDrive 
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• Learn about retention for Viva Engage 

• Learn about retention for Exchange 

• Learn about retention for Teams 

For more information about Microsoft Purview integration with Copilot, see Microsoft Purview 

data security and compliance protections for generative AI apps. 

 Tip 

If you're not an E5 customer, use the 90-day Microsoft Purview solutions trial to explore how 

additional Purview capabilities can help your organization manage data security and compliance 

needs. Start now at the Microsoft Purview compliance portal trials hub. Learn details 

about signing up and trial terms. 

What's included for retention and deletion 

Retention policies for the location Teams chats and Copilot interactions include user prompts 

to Microsoft Copilot for Microsoft 365, and the Copilot responses to users. These messages can 

be retained and deleted for compliance reasons. 

User prompts include text that users type, and selecting Microsoft Copilot for Microsoft 365 

prompts that are captured as a prepopulated message. Copilot responses include text, links, and 

references. Because messages to indicate that a response is in progress don't have business 

value, these messages aren't captured. 

How retention works with Microsoft Copilot for Microsoft 365 

Use this section to understand how your compliance requirements are met by backend storage 

and processes, and should be verified by eDiscovery tools rather than by messages that are 

currently visible in Copilot. 

You can use a retention policy to retain data from messages in Microsoft Copilot for Microsoft 

365, and delete those messages. Behind the scenes, Exchange mailboxes are used to store data 

copied from these messages. Data from Copilot messages is stored in a hidden folder in the 

mailbox of the user who runs Copilot. This hidden folder isn't designed to be directly accessible 

to users or administrators, but instead, store data that compliance administrators can search 

with eDiscovery tools. 

The Exchange mailbox for retaining Microsoft Copilot for Microsoft 365 messages has the 

RecipientTypeDetails attribute of UserMailbox, which also stores message data for Teams 

private channels and cloud-based Teams users. 

After a retention policy is configured for Microsoft Copilot for Microsoft 365 interactions, a timer 

job from the Exchange service periodically evaluates items in the hidden mailbox folder where 

these messages are stored. The timer job typically takes 1-7 days to run. When these items 
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have expired their retention period, they're moved to the SubstrateHolds folder—another hidden 

folder that's in every user mailbox to store "soft-deleted" items before they're permanently 

deleted. 

Messages remain in the SubstrateHolds folder for at least 1 day, and then if they're eligible for 

deletion, the timer job permanently deletes them the next time it runs. 

 Important 

Because of the first principle of retention and since Copilot messages are stored in Exchange 

Online mailboxes, permanent deletion from the SubstrateHolds folder is always suspended if the 

mailbox is affected by another Copilot or Teams retention policy for the same location, Litigation 

Hold, delay hold, or if an eDiscovery hold is applied to the mailbox for legal or investigative 

reasons. 

After a retention policy is configured for Microsoft Copilot for Microsoft 365, the paths the 

content takes depend on whether the retention policy is to retain and then delete, to retain only, 

or delete only. 

When the retention policy is to retain and then delete: 
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In most scenarios, Copilot messages aren't removed. For example, they remain but are hidden 

when users close a chat window or close the app. However, Copilot messages are removed in 

the following scenarios: 

• Users delete (when this option is available) the associated chat in Microsoft Copilot Graph-

grounded chat. 

• A request is submitted to delete a user's history of all interactions with Microsoft Copilot 

for Microsoft 365. 

For the two paths in the diagram: 

1. If messages are removed from Copilot, the message is moved to the SubstrateHolds 

folder where it remains for at least 1 day. When the retention period expires, the message 

is permanently deleted the next time the timer job runs (typically between 1-7 days). 

2. If messages remain in Copilot after the retention period expires, the message is copied 

to the SubstrateHolds folder. This action typically takes between 1-7 days from the expiry 

date. When the message is in the SubstrateHolds folder, it's stored there for at least 1 
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day, and then the message is permanently deleted the next time the timer job runs 

(typically between 1-7 days). 

 Note 

Messages stored in mailboxes, including the hidden folders, are searchable by eDiscovery tools. 

Until messages are permanently deleted from the SubstrateHolds folder, they remain searchable 

by eDiscovery tools. 

When the retention period expires and copies a message to the SubstrateHolds folder, a delete 

operation is communicated to the backend service for Copilot, that then relays the same 

operation to the user app with Copilot. Delays in this communication or caching can explain why, 

for a short period of time, users continue to see these messages in Copilot. 

 Important 

Messages visible in Copilot are not an accurate reflection of whether they are retained or 

permanently deleted for compliance requirements. 

When the retention policy is retain-only, or delete-only, the content's paths are variations of 

retain and delete. 

Content paths for retain-only retention policy 

1. If messages are removed from Copilot the message is moved to the SubstrateHolds 

folder after the retention period expires. This action typically takes between 1-7 days from 

the expiry date. If the retention policy is configured to retain forever, the item remains 

there. If the retention policy has an end date for the retention period and it expires, the 

message is permanently deleted the next time the timer job runs (typically between 1-7 

days). 

2. If messages remain in Copilot after the retention period expires, nothing happens 

before and after the retention period; the message remains in its original location. 

Content paths for delete-only retention policy 

1. If messages are removed from Copilot during the retention period, the message is 

moved to the SubstrateHolds folder. The message is stored in the SubstrateHolds folder 

for at least 1 day and permanently deleted the next time the timer job runs (typically 

between 1-7 days). 

2. If messages remain in Copilot after the retention period expires, the message is copied 

to the SubstrateHolds folder. This action typically takes between 1-7 days from the expiry 

date. The message is retained there for at least 1 day and then permanently deleted the 

next time the timer job runs (typically between 1-7 days). 

Example flows and timings for retention policies 
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Use the following examples to see how the processes and timings explained in the previous 

sections apply to retention policies that have the following configurations: 

• Example 1: Retain for 30 days and then delete 

• Example 2: Delete-only after 1 day 

For all examples that refer to permanent deletion, because of the principles of retention, this 

action is suspended if the message is subject to another retention policy to retain the item or it's 

subject to an eDiscovery hold. 

Example 1: Retain for 30 days and then delete 

On day 1, a user sends a prompt to Microsoft Copilot for Microsoft 365 and the prompt is 

removed after 10 days. 

Retention outcome: 

• After day 10, the message is moved to the SubstrateHolds folder, where it can still be 

searched with eDiscovery tools. 

• At the end of the retention period (30 days from day 1), the message is permanently 

deleted typically within 1-7 days after the minimum of 1 day, and then won't be returned 

with eDiscovery searches. 

Example 2: Delete-only after 1 day 

 Note 

Because of the short one-day duration of this configuration and retention processes that operate 

within a time period of 1-7 days, this section shows example timings that are within the typical 

time ranges. 

On day 1, a user sends a prompt to Microsoft Copilot for Microsoft 365 and this prompt isn't 

removed from Copilot. 

Example retention outcome if the user's prompt isn't removed: 

• Day 5 (typically 1-7 days after the start of the retention period on day 2): 

o The message is copied to the SubstrateHolds folder and remains there for at least 1 

day. 

• Day 9 (typically 1-7 days after a minimum of 1 day in the SubstrateHolds folder): 

o The message is permanently deleted and then won't be returned with eDiscovery 

searches. 
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As this example shows, although you can configure a retention policy to delete messages after 

just one day, the service undergoes multiple processes to ensure a compliant deletion. As a 

result, a delete action after 1 day could take 16 days before the message is permanently deleted 

so that it's no longer returned in eDiscovery searches. 

When a user leaves the organization 

If a user leaves your organization and their Microsoft 365 account is deleted, their Copilot 

messages that are subject to retention are stored in an inactive mailbox. The Copilot messages 

remain subject to any retention policy that was placed on the user before their mailbox was 

made inactive, and the contents are available to an eDiscovery search. For more information, 

see Learn about inactive mailboxes. 

Configuration guidance 

If you're new to configuring retention in Microsoft 365, see Get started with data lifecycle 

management. 

If you're ready to configure a retention policy for Microsoft Copilot for Microsoft 365 interactions, 

see Create and configure retention policies. 

 

 




